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Abstract— Hybrid systems combine large-area electron-
ics (LAE) with silicon-CMOS ICs for sensing and computation,
respectively. In such systems, interfacing a large number of
distributed LAE sensors with the CMOS domain poses a key
limitation. This paper presents an architecture that aims to
greatly reduce both the number of physical connections and
the time for accessing all of the sensors. Each sensor modulates
the amplitude of a thin-film transistor (TFT) digitally controlled
oscillator (DCO). All DCO outputs are combined, but each
follows a unique frequency-hopping pattern (controlled by a
code from CMOS), allowing recovery of the individual sensors.
The architecture enables much greater scalability of sensors for
a given number of connections than active-matrix and binary-
addressing schemes. For demonstration, an 18-element large-area
force-sensing system is demonstrated based on zinc-oxide (ZnO)
TFT DCOs with a frequency-hopping rate of 4.2 kHz.
Acquisition error ≤ 62 mVrms is achieved over 30 weight
patterns.

Index Terms— Hybrid systems, large-area electronics (LAE),
metal-oxide thin-film transistor (TFT), sensing systems,
ZnO TFT.

I. INTRODUCTION

LARGE-area electronics (LAE) is a technology that
enables unique capabilities for sensing. This is a con-

sequence of its characteristically low processing tempera-
tures (≤200 °C), which promote compatibility with a wide
range of materials and fabrication methods. This in turn
enables a variety of transducers [1]–[5] fabricated on sub-
strates, such as glass, plastic, and paper, which can be
large (square meters) and conform to underlying surfaces.
However, a key challenge to the creation of complete systems
is the integration of other required functionality (instrumenta-
tion, computation, power management, and so on). Thin-film
transistors (TFTs) could provide this functionality in LAE,
as recent work demonstrating various TFT circuit blocks has
shown [6]–[10]. However, low process temperatures cause
the performance and energy efficiency of TFTs to be orders-
of-magnitude lower than those of silicon-CMOS transistors.
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Fig. 1. Hybrid systems combine complementary strengths of LAE and
CMOS, but are limited by the interconnections between technology domains,
necessitating specialized TFT architectures.

For example, silicon-CMOS transistor fT values fall between
200 and 300 GHz, while those of LAE TFTs are typically
1–10 MHz [11], [12].

To enable complete systems, hybrid systems have
emerged [13]–[15] in which LAE is combined with silicon-
CMOS ICs in architectures that selectively delegate function-
ality between both technology domains. However, research in
hybrid systems has shown that a primary bottleneck is the
interconnections required between the two technologies [15],
particularly when sampling large numbers of distributed trans-
ducers. As shown in Fig. 1, specialized TFT architectures can
overcome this challenge; TFT active matrices have accom-
plished this in large-area, flat-panel displays and imagers.
However, active matrices yield only a square-root reduction
in interconnections and are most conducive to tight, highly
regular arrangements of sensors (due to the impact of gate-/
data-line capacitances) [16]. Envisioning future systems capa-
ble of scaling to very large numbers of distributed sensors,
the objective of this paper is a TFT architecture that enables
both a much greater reduction in interconnections and a high
rate of access over all sensors, despite low TFT performance.

Section II describes the overall architecture, based on
an array of amplitude-modulated, frequency-hopping TFT
oscillators [17]. Section III focuses on the circuit-level
implementation, which exploits high-Q, digitally controlled
LC oscillators to substantially increase the signal-processing
bandwidth compared to typical TFT circuits. Section IV
presents the system prototype, wherein the architecture is
applied to a large-area force-sensing system. Finally, Section V
provides conclusions.
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Fig. 2. Left: system architecture. Right: conceptual implementation. System presented consists of an array of sensor-DCO pairs, where DCO amplitude is
modulated by sensor signal and frequency is modulated by CMOS frequency-hopping control signal, yielding a single differential interface to CMOS.

II. SYSTEM ARCHITECTURE
A. Overview

The system architecture is shown in Fig. 2 as a block
diagram (left) and as a conceptual sketch of a fully realized
system (right). The LAE domain consists of an array of
M sensors, each connected to a TFT digitally controlled
oscillator (DCO), giving a single differential interconnection to
the CMOS domain. The CMOS domain consists of instrumen-
tation and signal processing for demodulation. The signal from
each sensor modulates the amplitude of its associated DCO.
Meanwhile, a frequency-control signal from CMOS modulates
the frequency of all DCOs, in a way that enables all sensor
signals on the single interconnection to be separated. Each
DCO, having N frequency-control bits, outputs to one of 2N

frequency channels. While standard frequency multiplexing
would yield a linear increase in the number of sensor signals
with the number of frequency channels, a frequency-hopping
scheme can yield a much greater increase, and accordingly
a much greater reduction of interconnections. While the sensor
density is limited by the area occupied by the LAE cir-
cuitry, dominated by the DCO inductors as seen in Fig. 2,
access to a very large number of distributed sensors is now
possible.

Fig. 3 (top) shows the frequency-hopping scheme employed,
for the case of N = 3 (i.e., eight frequency channels). The
hopping-control code H [N − 1 : 0] from CMOS provides
N bits. Critically, each of these is hardwired differently to the
frequency-control inputs X[N − 1 : 0] of the M DCOs. For
readout, the DCO outputs are coupled through capacitors CC

to the single differential interconnection to CMOS.
Fig. 3 (bottom) shows how scanning through the values

of the hopping-control code causes each DCO to follow
a unique frequency-hopping pattern through the frequency
channels. The patterns are shown for two DCOs, where the
sensor signals are assumed to be fixed for the duration of
one hopping-code scan cycle (i.e., fast frequency hopping).
As shown, the DCO outputs are summed by transimpedance
amplifiers (TIAs) in the CMOS domain for readout. Starting
with H [2 : 0] = 001, we see that the frequency-control
connections cause DCO 1 to output in frequency channel 6,
and DCO M to output in frequency channel 0 (note that the

output levels of the DCOs are shown to be different, as set
by their sensor signals). Next, with H [2 : 0] = 010, both
DCOs output in frequency channel 1, resulting in a temporary
superposition of the two sensor signals. But subsequently, with
H [2 : 0] = 011, the DCOs again output in different frequency
channels.

The unique and predetermined frequency-hopping patterns
taken by the sensors over the course of the hopping-code scan
enable all of the sensor signals on the single interconnection
to CMOS to be separated, despite the sensor superposi-
tions observed above. In fact, the mapping of sensor signals
to frequency channels can be represented by a “hopping
matrix” T, and separation can be achieved via the matrix
equation shown in Fig. 4. In T, each group of eight rows
forms a submatrix, corresponding to a particular hopping-code
value. Each row within a submatrix corresponds to a particular
frequency channel f . Thus, each column of T corresponds
to a particular sensor-DCO pair m, having a nonzero entry
t f,DCOm only if the DCO m outputs in the corresponding
frequency channel f , during the corresponding hopping-code
value. T then multiplies with a vector �s, whose elements
represent the values of the M sensor outputs. The resultant
vector �y consists of elements y f,H [2:0] that correspond to
voltages acquired from the CMOS TIA in each frequency
channel f , for each hopping-code value H [2 : 0]. Using the
example from above, during H [2 : 0] = 001, DCO 1 outputs
in frequency channel 6 and DCO M outputs in frequency
channel 0, corresponding to the nonzero entries shown in T.

Given the matrix relationship shown, the sensor data are
easily recovered: �s = T−1 × �y. However, the inversion of
T is only possible if it is a full-rank matrix. Thus, the rank
of T sets the maximum number of sensors M that can be
accessed via the architecture. This is in turn a function of the
number of frequency channels, which is set by the number
of DCO frequency-control bits N , equal to the number of
hopping-code bits from CMOS. In this way, the number of
interconnections from CMOS (N) ultimately sets the num-
ber of sensors M . Fig. 5 shows this relationship for the
architecture (computed based on the matrix rank of T). The
many different ways in which the hopping-code bits can
be connected to DCO frequency-control bits lead to rapid
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Fig. 3. Unique hardwired connections between CMOS hopping control-code and DCO frequency-control bits give each sensor a unique, predetermined
hopping pattern used to recover sensor data.

Fig. 4. DCO hopping patterns are represented in matrix T, giving a mathematical relation representing sensor signals �s and CMOS-TIA outputs �y.

Fig. 5. Comparison of a number of sensors M versus a number of
CMOS-LAE interconnections N for the presented and existing architectures.

combinatorial scaling, outpacing active-matrix and even
binary-addressing schemes (shown in Fig. 5 for comparison).
For example, even for just N = 5, frequency hopping

can access 351 sensors, a greater than ten times improve-
ment over active matrices (25 sensors) and binary address-
ing (32 sensors). The prototyped system employs a 3-bit
hopping code (N = 3), resulting in a hopping-matrix rank
of 19, enabling up to 19 accessible sensors. This corresponds
to the first point for which the frequency-hopping scheme
shows an advantage over the other approaches. In the demon-
strated system, 18, rather than 19, sensors are employed
(M = 18) for greater regularity in the sensor arrangement.

B. Dynamic-Range, Acquisition-Rate, and
Circuit-Complexity Tradeoffs

The presented architecture has the potential to greatly
enhance the scalability of hybrid systems, but also raises a
number of other design tradeoffs related to dynamic-range
requirements, sensor-acquisition rate, and circuit complexity.
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Fig. 6. Distribution of DCO outputs across the frequency channels for
different hopping codes.

Regarding dynamic range, for every hopping-code value,
all DCO outputs corresponding to the M sensors are summed
by a TIA in CMOS. This requires that the CMOS electronics
support a larger dynamic range. However, a key attribute of
the architecture is that the increased dynamic range appears
only in the CMOS domain (following current summation at the
TIA outputs). Given that CMOS circuits can have much higher
energy efficiency and performance, and can readily employ
architectural enhancements for signal processing (e.g., baseline
cancellation to only preserve incremental changes in DCO
amplitude from sensor-signal modulation), this is a promising
tradeoff.

Additionally, with summation of DCO outputs performed
across the 2N frequency channels, CMOS demodulation can
take advantage of architectures that process frequency chan-
nels separately. This can substantially mitigate dynamic-range
requirements, particularly by selecting hopping codes that
result in relatively uniform distributions of DCO outputs across
the frequency channels. Fig. 6 shows a histogram of how DCO
outputs distribute across frequency channels, for all values of
the hopping code in the prototyped N = 3 system. Since using
all hopping-code values results in more rows in the T matrix
than its rank, many hopping codes can be omitted (e.g., in the
demonstrated system, using all eight hopping-code values
results in 2N ×8 = 64 rows, but only 18 are needed). As seen,
after dropping the values H [2 : 0] = 000/111 (as done in the
demonstrated system), most hopping-code values yield much
more uniform distributions, reducing the maximum dynamic
range. Similar distribution characteristics are seen for systems
with larger N .

Regarding acquisition rate, the presented system, as well
as binary-addressing and active-matrix schemes, acquires all
sensors over a number of access cycles, yielding a frame
rate. This is important to consider in addition to the number
of interconnections, as it sets the sensor bandwidth that can
be supported. Fig. 7 compares the number of access cycles
between the different schemes. In the presented scheme,
the number of cycles required corresponds to only the number
of hopping-code values needed. As seen, this is close to the
number of cycles required in an active matrix, yet with far
fewer interconnections. As seen, one-by-one sensor accessing
with binary addressing yields a very large number of cycles.
Furthermore, the presented system could require less time per
access cycle, since the DCO output capacitance is absorbed

Fig. 7. Comparison of access cycles required in different sensor-accessing
schemes.

Fig. 8. Scaling in the number of sensors is supported by adding hopping-code
bits beyond those needed for a particular number of frequency channels.

in a resonant tank and no explicit capacitance of a data line
needs to be driven (rather, the current is sensed through a TIA
virtual ground node).

Regarding circuit complexity, the primary TFT block is the
DCO, whose complexity depends on the number of frequency
channels supported. While the circuit implementation has
significant potential to ultimately scale to many channels,
the presented architecture supports scaling in the number of
sensors without scaling the number of frequency channels.
Specifically, while keeping DCOs with 2N frequency channels
(i.e., N frequency-control bits), the number of hopping-code
bits can be increased beyond N . This yields new ways of
connecting hopping-code bits to the DCO frequency-control
inputs, enabling more DCO-sensor pairs while ensuring they
follow unique frequency-hopping patterns. Fig. 8 plots the
achievable rank of corresponding T matrices, showing sig-
nificant potential to support more sensors without increasing
TFT-circuit complexity.

III. SYSTEM IMPLEMENTATION

A. TFT-Based LC DCO

The heart of the architecture is a TFT-based LC DCO.
The DCO’s maximum frequency must be as high as possible:
maximum frequency and minimum channel separation dictate
the total number of frequency channels, which sets the scaling
in Fig. 5. The frequency of many circuits is limited by the tran-
sistor fT , which is low in LAE TFTs. However, LC oscillators
offer the benefit that they can operate beyond fT by resonating
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Fig. 9. ZnO TFT. (a) Cross section. (b) fMAX versus Rgate,TFT. (c) Measured oscillator output.

Fig. 10. DCO design based on (a) bank of switched, binary-weighted capacitors and (b) TFT switches designed for appropriate ON resistance RON,b and
drain capacitance CGD,b.

the transistor capacitances with a tank inductor. In particular,
to achieve oscillations, the following is a necessary condition:

gm

CPar
× L ind

Rgate,TFT + Rind
> 1 (1)

where gm is the TFT transconductance, CPar is the total para-
sitic capacitance (roughly 5×CGS/D , where CGS/D is the TFT
overlap capacitance to which Miller multiplication is applied
in the case of a cross-coupled oscillator topology), L ind is
the tank inductance, Rgate,TFT is the TFT gate resistance,
and Rind is the inductor resistance.

LC oscillators provide a key benefit—although gm/CPar,
a quantity related to fT , is limited in TFTs, LAE enables
the formation of physically large, and therefore high-Q,
inductors (i.e., inductors with many turns and thick traces),
yielding sufficiently high L ind/Rind to meet the oscillation
condition [18]. With this as a starting point, the following
sections describe: 1) TFT optimizations performed to maxi-
mize achievable oscillator frequencies and 2) circuit design
for amplitude-modulated DCOs with many well-separated
frequency channels.

1) TFT fM AX Optimization: Following from the oscillation
condition, the maximum frequency is limited by TFT fMAX,
rather than fT . The expression for fMAX is as follows:

fMAX = fT√
2π fT CGD Rgate,TFT + Rgate,TFT

ro,TFT

(2)

where the TFT output resistance ro,TFT is much larger
than Rgate,TFT, making the last denominator term negligible.

In addition to the dependence on gm and CGS/D (both explic-
itly and through fT ), we see a dependence on Rgate,TFT, a para-
meter generally overlooked in TFT optimization. Our previous
work has focused on Rgate,TFT, through TFT gate-electrode
materials and layer-thickness optimization [12]. Specifically,
as shown in Fig. 9(a), our zinc-oxide (ZnO) TFTs employ a
gate electrode composed of thin chrome (20 nm) for superior
adhesion below an aluminum layer, whose thickness (60 nm)
is set to minimize resistance but also ensure integrity for
step coverage by the thin aluminum-oxide dielectric (40 nm).
An additional Cr layer prevents formation of hillocks in the
Al that otherwise form during the oxide deposition process,
compromising the gate oxide. As shown in Fig. 9(b), the Al
layer in the gate electrode reduces the gate resistance by
20 times for the TFTs employed (from 600 to 30 �), signifi-
cantly enhancing their fMAX. Fig. 9(c) shows a measurement
of a corresponding oscillator’s output, with frequency near the
measured fMAX [12]. Additional TFT optimizations (reducing
channel length and lowering overlap capacitances through
self-alignment) show further promise for pushing fMAX [19],
potentially benefitting the presented architecture.

2) Frequency-/Amplitude-Modulated TFT DCO: The high
TFT oscillation frequency described above enables the creation
of several frequency channels in the DCO. Fig. 10(a) shows
the basic DCO topology. The DCO incorporates a bank of
N binary-weighted capacitors, configured via TFT switches
driven by a digital frequency-control signal X[N − 1 : 0].
So long as the oscillation condition is still satisfied, this
configuration alters the tank capacitance, thereby modulating
the free-running oscillation frequency to one of 2N values.
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Fig. 11. Measured PSD for one oscillator showing minimum inter-channel
spacing of 40 kHz.

Fig. 12. Measured amplitude modulation of a DCO output VDCO,M over
a range of input sensor signals VS,M , and (a) time-domain waveform and
(b) VS,M -to-VDCO,M transfer function in purple.

Fig. 10(b) shows the considerations for designing the TFT
switches. For the “ON” condition, the deep-triode TFT resis-
tance RON,b should be small, such that the high-pass cutoff
frequency (set with the bank capacitor CB,b, from the DCO
output to the bank capacitor’s bottom plate) is well above the
highest oscillation frequency: fHP = (1/2π RON,bCB,b) >>
fDCO, MAX. This requires the width of the TFT to be
large. However, large width increases the parasitic gate-to-
drain overlap capacitance CGD,b, which must be kept sig-
nificantly smaller than the corresponding bank capacitor for
the “OFF” condition (CGD,b << CB,b). Thus, the DCO
channel frequencies must be considered in this optimization.
For the TFTs employed, RON,b ≈ 500 k�/W and CGD,b ≈
0.01 pF×W (where W is the TFT width in μm), yield-
ing (1/2π RON,bCGD,b) ≈ 30 MHz. Based on these values,
the eight nominal channel frequencies are designed to be 1.36,
1.27, 1.20, 1.13, 1.07, 1.03, 0.99, and 0.95 MHz, and the bank
capacitor values and TFT sizes used are as shown in Fig. 10(a).
This design point results in a value of 2–6 in the oscillation
condition (1), ensuring robust oscillations.

Fig. 11 shows the measured power-spectral density (PSD)
plot for one oscillator for the different values of X[2 : 0].
Because the capacitance-to-frequency relationship is nonlin-
ear ( f = 1/2π(LC)1/2), the separation between frequency
channels is expected to be non-uniform. At the design point,
the minimal nominal channel spacing is seen to be 40 kHz.

For amplitude modulation of the DCO output VDCO,m ,
the sensor signal VS,m is fed to the gate of a tail TFT,
as shown in Fig. 10(a). This sets the current through the
DCO, and thus the amplitude of the output oscillation. We note
that VS,m reconstruction via the matrix inversion discussed in
Section II requires a linear VS,m-to-VDCO,m transfer function;
source degeneration enhances linearity and is employed in the
tail TFT. Fig. 12(a) shows the change in measured DCO output
in one of the frequency channels over a 4-V input range (actual
sensor range used is 1 V in the demonstrated system).

Fig. 13. VS,M -to-VDCO,M transfer function with and without source
degeneration of a tail transistor, showing increased linear range of sensor
input. Linear fit within range for each in black.

Fig. 14. Injection-locking principle.

Fig. 12(b) plots the source-degenerated transfer function,
showing the linearity achieved. Fig. 13 shows the transfer
function with and without source degeneration, and indicates
that the maximum linear range for the sensor input doubles
after source degeneration.

B. Injection-Locked DCO Array

Properly representing the summation of sensor values by
the summation of DCO outputs requires all DCOs in the
array to be phase/frequency synchronized. Phase variation of
DCOs arises because oscillators turn on at different times,
and frequency variation is a result of tank inductance and
capacitance variations. In particular, the tank capacitance is
set in part by TFT overlap capacitances (as described in
Section III-A), and is subject to process variation.

To achieve phase/frequency synchronization, injection lock-
ing is employed [20]. As shown in Fig. 14, this is done
by introducing currents IREF,0°/IREF,180° into the LC tank
at a desired reference frequency, which add with the
TFT currents IOSC,0°/IOSC,180°, to give the tank currents
ITANK,0°/ITANK,180°. For reference frequencies near the free-
running resonant frequency of the oscillator, phase/frequency
locking to the reference signal is achieved. We note that
in being pulled off its resonant point, the tank’s voltage
exhibits a phase offset with its current, set by its
impedance, as shown schematically. Furthermore, because
IOSC,0°/IOSC,180° change with VS,m (for DCO amplitude
modulation), ITANK,0°/ITANK,180° change in both their ampli-
tude and phase, with respect to the reference signal. Nonethe-
less, as seen in Fig. 15 for a typical DCO, measurements
of VS,m-to-VDCO,m transfer functions (left) and linearity
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Fig. 15. Measured relationship between sensor input voltage and output
amplitude of locked DCO in each frequency channel with linear fits in dashed
lines (left) and linearity error (right).

Fig. 16. Injection-locking implementation, with sum of reference signals
applied at TIAs, and coupled to oscillators from virtual ground nodes.

error (right) in each channel for locked DCOs show that good
linearity is maintained over the sensor range, which is designed
to be 10.8–11.8 V.

In the system, the reference frequencies are generated in the
CMOS domain as voltages and distributed to the DCOs via
the coupling capacitors CC . Locking of all DCOs is achieved
simultaneously in all frequency channels. This is possible since
the impact of IREF,0°/IREF,180° is effectively filtered by the
tank-impedance magnitude response (as shown in Fig. 14).
Thus, reference signals sufficiently far from the free-running
frequency will have negligible effect. The precise effect can be
controlled by setting the magnitude of IREF,0°/IREF,180° [20].
In this way, the lock range can be selectively limited. Accord-
ingly, Fig. 16 shows the approach for achieving simulta-
neous locking in all channels within the N = 3 system
demonstrated. The sum of 2N = 8 reference sinusoids
(at the desired channel frequencies) is applied to the reference
node of the CMOS TIA. The TIA’s feedback condition causes
the sum to then appear at the virtual ground node, which
couples back to all DCOs through the CC s. This is done
differentially through two TIAs, as shown. The amplitude of
each reference sinusoid is chosen to be large enough to ensure
locking over the DCO frequency spread expected within each
channel, but small enough to ensure that adjacent channels
experience negligible frequency pulling. Fig. 17 shows how
tuning the VREF, f amplitude changes the lock range in each
frequency channel (VS,m is set to a value in the middle of the
sensor range).

Fig. 18 shows the measured PSD for 11 DCOs, each
configured to output in each of the frequency channels.
The free-running DCOs (top) show substantial frequency
spread, which corresponds with the measured variation of

Fig. 17. Simulated lock range versus reference-signal voltage amplitude.

Fig. 18. Measured PSDs for 11 free-running (top) and injection-
locked (bottom) DCOs.

the TFT capacitances. The measured coefficient of variation
(σ/μ) is 0.035 over the oscillator TFTs. The injection-locked
DCOs (bottom) show that the frequency spread is eliminated.
Furthermore, injection locking is seen to enhance the spectral
purity in all of the frequency channels, raising the possibility
of introducing even more intermediate channels to enhance the
scaling in number of sensors in Fig. 5.

In addition to process-induced TFT-capacitance variation,
implementation of the system on flexible foils would intro-
duce inductance variation upon bending. Based on our prior
measurements of such variations [12], the system is estimated
to tolerate bending radii of ∼25 mm (corresponding to <1%
frequency shift from nominal values).

C. Sensor-Signal Demodulation

Recall that reconstruction of the sensor signals VS,m , rep-
resented by the vector �s, is enabled by the matrix relationship
�y = T × �s, where T is the “hopping matrix” (described in
Section II), and �y is a vector whose elements represent the
sum of sensor signals in each frequency channel for each
value of the hopping-control code. Ideally, the elements of �y
could be retrieved by demodulating the output of the CMOS
TIA VTIA in each of the frequency channels. In the system
presented, demodulation is complicated due to injection lock-
ing. As shown in Fig. 16, VTIA consists of two components:
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Fig. 19. Demodulation in CMOS domain involves the removal of reference-signal component, followed by mixing with corresponding reference signal and
low-pass filtering.

Fig. 20. T matrix entries derived from VS,m-to-VTIA transfer function in
each frequency channel.

1) the sum of the DCO outputs, through the transfer function
HDCO and 2) the sum of the injection-locking reference sig-
nals, through the transfer function HREF. Thus, the component
due to the reference signals must be removed before the
elements of �y can be demodulated.

The demodulation process is shown in Fig. 19. First, a sum
of the injection-locking reference signals is generated in
CMOS. This is applied to the TIA reference node via a DAC,
but is also applied to the transfer function HREF and then
subtracted from the digitized VTIA output. The resulting signal
is then demodulated, using each of the injection-locking ref-
erence signals. Finally, low-pass finite impulse response (FIR)
filtering is applied to each demodulated output to filter signals
from other frequency channels, recovering only the sum of
sensor signals in the corresponding frequency channel. The
demodulated and filtered outputs from each frequency channel
then form the elements of �y.

For �s reconstruction from �y via the inverse of T, a final
requirement is to determine the nonzero elements of T.
These are derived from the linear transfer function from
VS,m-to-VDCO,m and then from VDCO,m-to-VTIA (HDCO).
Nominally, the nonzero elements would all be equal. In the
architecture, however, the transfer functions are slightly differ-
ent for each frequency channel, since VS,m-to-VDCO,m depends
on the tank Q and VDCO,m -to-VTIA depends on the impedance
of CC . To determine the transfer functions, we employ cal-
ibration, as shown in Fig. 20. For each frequency channel,
the sensor-voltage input for a DCO is swept, and the value of
VTIA is demodulated. A linear fit to the demodulated output
is then performed to establish the corresponding entry of T.

Aside from dependence on frequency channel, the transfer
function associated with each DCO is also impacted by

Fig. 21. Simulated impact of TFT capacitance variation on sensor-acquisition
error.

process variations. First, variation in the mobility and threshold
voltage of the DCO tail TFT directly affects the conversion
of VS,m to VDCO,m , as is typical in a modulator; this variation
is found to be modest (measurements provided in Section IV).
Second, injection locking introduces a new dependence on
TFT capacitance variation, which is observed to cause sensor-
acquisition error in the demonstrated system. Specifically,
as seen in Fig. 14, the tank impedance is a function of the
offset between the reference frequency and the DCO free-
running resonant frequency, set in part by the capacitances
of the cross-coupled TFTs. We analyze the impact of this on
the presented system. To simulate the variation, we assume
Gaussian distributions for DCO free-running frequencies in
each of the frequency channels, and randomly sample from
these for 18 DCOs. We then determine the sensor-voltage
acquisition error for a system where all 18 sensor voltages
VS,1 . . . VS,18 are swept together over the input range. This
process is repeated for distributions with different standard
deviations. Fig. 21 shows the result, also plotting a case
corresponding to the measured free-running-frequency stan-
dard deviations in each channel of the prototype. We note
that the measured error curve falls in the expected range
predicted by simulation, indicating that the DCO free-running
frequency variation, not tail-TFT transconductance variation,
is the dominant source of system acquisition error. Finally,
we observe that acquisition error can be notably improved
beyond that of our prototype by controlling variation, as done
in industrial fabrication environments.
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Fig. 22. Typical I–V characteristics and device parameters of LC tank ZnO
TFTs in this paper.

Fig. 23. Photograph of DCO sample, highlighting DCO components.

IV. SYSTEM PROTOTYPE AND DEMONSTRATION

The presented system was prototyped and demonstrated in a
large-area, force-sensing application for characterization. The
DCO array was fabricated in-house using ZnO TFTs, employ-
ing plasma-enhanced atomic-layer deposition (PEALD) at
temperatures <200 °C (i.e., plastic-compatible temperatures).
PEALD provides uniform, reproducible thin films at these tem-
peratures, enabling an active ZnO layer and dielectric layer just
10 and 40 nm thick, respectively [21]. Devices are in situ back-
channel passivated for improved reliability. For illustration,
typical characteristics (the same size as cross-coupled TFTs
in DCOs) are provided in Fig. 22, showing the drain and
gate-leakage currents. The extracted mobility and threshold
voltage are 13 cm2/Vs and 2 V, and the measured coefficients
of variation are 0.13 and 0.069 (from 15 devices), respec-
tively. Furthermore, the measured TFT gate-to-source/drain
capacitance is 5 pF, with a coefficient of variation 0.035.
While mobility and threshold voltage variations are compara-
tively small, capacitance variations cause errors as modeled in
Section III-C and measured in Fig. 26. A fabricated DCO-
array sample is shown in Fig. 23 (the system demonstration
employs DCOs from multiple such samples). Though the
circuits are verified on flexible polyimide foil, a glass substrate
is employed for this system to simplify testing with a standard
probe card.

The demonstrated system is shown in Fig. 24. The sys-
tem uses a 3-bit hopping code (eight frequency channels).
Although this allows for 19 sensors, 18 sensors are employed
to give a regular arrangement. The sensor array consists of
commercial, polymer-based piezoresistive force sensors [22],
distributed across a 30-cm rigid PCB. Each sensor forms
one leg of a voltage divider, with the other leg being a
fixed resistor; the intermediate voltage provides the sensor
voltage VS,m, which is designed to be in the range of

Fig. 24. Demonstrated system, showing sensor array and probe card for
interfacing with a TFT sample, as well as a DAQ system for post processing
and configuration.

Fig. 25. Time required for DCO to lock is <50 μs.

10.8–11.8 V. This is then fed to the tail transistor of an
associated DCO. The inset in Fig. 24 shows VS,m for all
sensors as weight is added. Significant variation in the sensors
is observed.

A data-acquisition (DAQ) system reads the sensor data,
which is then provided to the DCO array for measurement.
The DCO outputs are captured with a second DAQ through
a single differential interface. The probe card PCB used to
interface the TFT sample on glass to the system is shown
at the right. The probe card contains an array of gold pins
that contact the sample, visible in the side view, and also
contains the bank capacitors, implemented as surface-mount
components for ease of testing. With one additional litho-
graphic mask, the capacitors could be integrated onto the TFT
sample; prior measurements of metal–metal capacitors with a
40-nm-thick aluminum-oxide dielectric give a capacitance
density of 2 f F/μm2. The DCO inductors are also fabricated
on a PCB, and connect to the probe card via rigid header con-
nections. We note that in an actual system realization (Fig. 2),
the DCOs would be distributed alongside the sensors, rather
than separated, as done here for testability and characteri-
zation. Hence, the DCO area, dominated by the large-area
inductor (50 cm2), would likely set the sensor density.

The hopping frequency used was 4.2 kHz, limited by the
length of FIR filtering required for demodulation. As this
rate compares favorably with active matrix scan rates, but
the number of sensors that can be accessed is higher, cycling
through the hopping codes at this rate enables a high rate
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Fig. 26. Average error as a percentage of ground-referenced signal VS,m (left) and as absolute voltage (right) of a DCO-based acquisition system as a
function of sensor-voltage level.

Fig. 27. Comparison of simulated maximum error (versus standard deviation
of free-running DCO frequencies) and measured maximum percentage error.

for accessing sensors. The time required for injection locking
is less than this FIR window, and does not ultimately limit
scan speed. Fig. 25 shows a DCO output (in blue) changing
from frequency channel 7 to 6. The reference signal is applied
only for channel 6, with the reference signal for channel
7 explicitly turned off so that beating in channel 7 due to
slight frequency pulling makes the locking transition time
visually apparent. The left-hand side of the plot shows that
before the least significant bit (LSB) of the DCO frequency-
control signal (red) is switched, the DCO does not lock to
the reference for channel 6. Once the LSB switches, the DCO
locks in <50 μs.

The DCOs operate from a 15-V supply, with each consum-
ing a maximum of 5 mW (depending on VS,m). This raises an
additional consideration for an eventual system (Fig. 2). While
previous work has shown TFT oscillators operating from thin-
film photovoltaic (PV) harvesters [18], such PVs would occupy
an additional area of 1–100 cm2 per DCO (depending on light-
ing conditions), further reducing the sensor density. However,
TFT improvements (such as the work in [19] pushing fMAX of
PEALD ZnO TFTs from 40 MHz to >1 GHz) offer substantial
promise to reduce power and PV area requirements.

Before reconstructing specific patterns by measuring the
weight applied to the sensor array, we first characterize the
acquisition error of the system itself over the entire sensor volt-
age range. To do this, all sensor voltages VS,1 . . . VS,18 were
swept for all DCOs in the array simultaneously. Fig. 26 shows
the maximum acquisition error measured for each sensor
voltage level as percent error of the ground-referenced
input signal VS,m (left), and as absolute error of the input
signal VS,m (right). The maximum percentage error is 0.34%

Fig. 28. Force-sensor data obtained by placing shapes of calibrated weight
on a sensing plane.

over the full sensor range. This is slightly different than the
percent error measured in [17] (0.27%), as a different set of
fabricated DCOs have been used, from which the standard
deviation of the DCO free-running frequencies in each of
the channels was also measured to allow simulation of the
error due to variations. This percent error corresponds to a
voltage error of at most 60 mVrms. Comparing the measured
error with the simulation results in Fig. 21 derived from
the measured standard deviations indicates good agreement.
Specifically, Fig. 27 plots the simulated maximum error versus
the standard deviation of the free-running frequencies (in
each channel). Also shown is the range of measured standard
deviations (across all frequency channels), as well as both the
simulated maximum error based on these standard deviations
and the actual measured maximum error.

The sample-to-sample noise of the DCO output sinusoids
is measured to be ≤0.1 mVrms (Fig. 24), which is small
compared to the >200-mV DCO amplitude change over a
1-V sensor range. Thus, particularly after FIR filtering in the
demodulation process, noise is not expected to be a prominent
source of error compared to other sources (e.g., non-linearity,
capacitance variations).

To generate force-sensor data, weights are cut from acrylic
sheets into six different shapes, as shown in Fig. 28. Each
weight pattern contacts a different set of sensors, and the total
weight of the pattern is increased in discrete steps by stacking
multiple identical weights on the array. Each shape applies
a weight of 52 mN to each sensor it contacts. Generating
calibrated weights in this way enables detailed characterization
of acquisition data and error over the input range.

For each of the six weight patterns at each of the five weight
levels, Fig. 29 shows the measured results both for direct
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Fig. 29. Results comparing sensor voltages acquired through the demonstrated system and those acquired directly from a DAQ system.

acquisition of the 18 sensor voltages through 18 interfaces,
and for reconstruction of the sensor voltages via the system
through a single differential interface. As seen, the sensor
voltages themselves (directly acquired) exhibit variation, due
to variation in the force sensors. This causes some deviation
of the acquired patterns from the actual shapes (particularly at
low weight levels). However, across all shapes and all weight
levels, the error for the sensor voltages acquired via the system
is ≤62 mVrms.

V. CONCLUSION

In hybrid systems that combine LAE, for large-scale,
distributed sensing, with silicon CMOS, for sensor-data
processing, the interfaces required between the technologies
present a dominant limitation to system scalability. This
paper demonstrates a system based on amplitude-modulated,
frequency-hopping TFT DCOs that reduces this number of
interconnections, while maintaining a high rate of sensor
accessing, much beyond what can be achieved with existing
active-matrix and binary-addressing schemes. The primary
tradeoff is increased dynamic-range required for signal
processing. However, this affects only the CMOS domain,
where circuits can have much higher energy efficiency and
performance thanks to the availability of a high-performance
transistor technology. For demonstration and characterization,
an 18-element force-sensing system is prototyped, employing
ZnO TFT DCOs. The system performs frequency hopping
over the 18-DCO array at a rate of 4.2 kHz and achieves a
maximum acquisition error ≤0.31% over 30 weight patterns.
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